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Abstract

This report comprises the complete D5.1.1 deliverable as specified for workpackage WP5.1 in Subpro-
ject SP5 of the DELIS (Dynamically Evolving Large-scale Information Systems) Integrated Project.

The essential goal of the DELIS project is to understand, predict, engineer and control large evolv-
ing information systems. It is becoming widely recognised that large-scale distributed information
systems could benefit from certain desirable properties found within naturally occurring biological
(living) systems. Examples of these properties are: self-organization, adaptivity, robustness, scala-
bility, self-repair, etc. In this deliverable, we give an overview of living systems, in terms of both the
phenomena of life and the properties exhibited by life. Both the phenomena and the properties, we
find, are of interest to engineers wishing to build systems with lifelike properties1.

1Most papers produced within DELIS are available from the DELIS website as DELIS Technical Reports. Where this
is the case references are appended with the DELIS Tech Report number in square brackets. This indicates the
paper was produced within the DELIS project, not some other project.
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1 Introduction

It is becoming widely recognised that large-scale distributed information systems could benefit from
certain desirable properties found within naturally occurring biological (living) systems. Examples
of these properties are: self-organization, adaptivity, robustness, scalability, self-repair, etc. In this
deliverable, we give an overview of living systems, in terms of both the phenomena of life and the
properties exhibited by life.

We will look at the phenomena of life in a rather general way. The question, What is life? is of
course not new; nor do we propose here to give a definitive answer. Instead our aim is more mod-
est: we are seeking practical answers - and the demands of practicality (engineering) are somewhat
different from those of pure science: rigor and finality are not absolutely required. Instead what is
wanted is useful ideas for how to do things.

2 What is life?

2.1 Introduction

We work from the basic assumption that there is no fundamental difference between living and
nonliving things. In other words, we reject any traces of vitalism [14] in our discussion. This position
implies in turn that there is not a sharp boundary between life and nonlife: the definition of life
cannot be as sharp as that for (say) a carbon atom. Instead, life will be viewed here as a collection
of lifelike phenomena, which in turn exhibit lifelike properties [2]. In this section we present the
phenomena.

2.2 Phenomena

Figure 1 presents a set of lifelike phenomena, presented in the form of a Venn diagram. As seen from
the figure, we view these phenomena as having considerable overlap. Yet, at the same time, there is
a degree of hierarchy in our picture.

We start with the two “largest” concepts. We say that life is characterized by two things: (1)
persistence, and (2) evolution.

We comment on this choice. One might expect the fact that life is characterized by nonequilibrium
phenomena to be a fundamental aspect. And in fact it is. However, equilibrium phenomena do not
evolve. Hence we feel we have captured the aspect of being out of equilibrium in our term evolution.
Furthermore, the two terms complement each other well. Very short-lived transient phenomena,
which do not manage to persist over long time via self-maintenance and/or reproduction, will also
not evolve. Hence we argue that persistence is needed for evolution. On the other hand, life on Earth
has survived in the face of a dynamic and non-equilibrium environment. This means that, in general,
the ability to evolve is also a precondition for persistence: crudely stated, the choice is change or die.
Thus persistence and evolution are highly interdependent; and together they capture much of what
we mean by life.

2.2.1 Persistence

We have placed three phenomena entirely within the realm of the phenomenon persistence. These
three are: Homeostasis, regeneration, and development.

Homeostasis has of course to do with stability. Life is patterns that maintain themselves—often
within narrow limits—in spite of environmental variation. Homeostasis is then this phenomenon of
stable maintenance.

Within the concept of homeostasis we have placed several other phenomena. Metabolism is of course
needed to maintain the form; here the idea is straightforward. Also, we have placed self/nonself
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Figure 1: Lifelike phenomena, presented in the form of a Venn diagram. We view these phenomena
as having considerable overlap. Yet, at the same time, there is a degree of hierarchy in our
picture.

(“s/ns” in figure 1) as a supportive phenomenon for homeostasis. This is of course a necessary
function: the living organism must define and maintain a boundary between self and nonself—and
the definition must be one that the organisms itself is capable of recognizing.

Inside the self/nonself function, we have placed the special form of evolution (ev* in the figure) that
is performed by immune systems [4]. That is, immune systems, when presented with a novel antigen,
trigger an evolutionary process, in which the evolving populations are antibodies, and for which the
evolutionary (mutation) rate is orders of magnitude higher than for other populations. This form of
evolution is so different from “normal” evolution - both in purpose and in characteristics - that we
have given it no overlap with the latter.

Regeneration has much in common with homeostasis. However the concept of regeneration pre-
supposes that the organism or pattern has significantly deviated from its target state, and so must
recreate or regenerate that state. Like homeostasis, this is a conservative mechanism—one that
resists changes in form or pattern.

Development is a phenomenon of multicelled organisms. The cell is a primary modular unit of life
(see modularity below); and one cell can become two by the process of mitosis. However, reproduction
of multicelled organisms involves a process of development: the “copy” does not emerge full-blown
from the “parent”.

We have symbolized the strong similarities between development and regeneration by giving the
two concepts an overlap in the figure.

Within the notion of development we have two further concepts. Differentiation is a crucial phe-
nomenon for development: the multicelled, fully-developed organism is composed of many different
cell and tissue types, which have emerged from the starting egg cell via differentiation. Also, we find
that aging almost inevitably accompanies development: multicelled organisms age, and die.

Finally, we have placed the phenomenon of signalling in a rather unique position in the persistence
bubble. Signalling (typically by use of chemicals, ie, molecules) is used in many ways in living
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organisms: to adjust metabolic rates; to mediate the immune response; and to guide the formation
of patterns in the processes of differentiation, development, and regeneration.

2.2.2 Evolution

Here we use a very standard definition of evolution: change of form over a long time scale (many
generations), mediated by genetic changes. Nevertheless we believe that this definition is not so
narrow that it excludes application to engineered systems.

A principal mechanism for evolution is of course the phenomenon of variation. That is, without
variation (specifically, of the genome), there is no evolution. The two obvious mechanisms for vari-
ation are then mutation (not shown explicitly) and sex. Sex is an efficient mechanism for mixing
genetic material and so exploring the space of possible genomes. Sex is not however viewed here as
having any necessary connection to persistence, since asexual reproduction is possible.

2.2.3 “Bridging” phenomena

We have shown four phenomena which bridge the two main concepts of persistence and evolution.
Reproduction is clearly a persistence mechanism of multicelled and single-celled organisms. How-

ever it also supports variation, since (i) natural selection works on reproducing organisms, and (ii)
reproduction (via sex, and/or with mutation) gives genetic variation.

Genes are structures; the phenomenon or function which they represent is information storage.
Genes support variation via mutation and sex; they are passed on during reproduction; they steer
development, regeneration, and (likely) aging; their information handling properties are crucial for
storing the self/nonself distinction; and genes are the medium in which fast evolution takes place
during response to new antigens.

Death is the failure of persistence. However, death of the individual organism supports stability
(persistence) of the population or species. In a similar way, death of cells supports persistence of the
organism’s form. Also, death plays a necessary role in evolution via selection.

Learning is included here to express the ability of some living organisms to find new responses
to the environment without recourse to genetic variation. Learning with cultural transmission then
becomes a form of evolution. Learning can also serve to support persistence of an organism or species.
We will say much more about this aspect of life in Section 4 on human social systems.

3 Abstract aspects of life

Figure 1, and the accompanying discussion, constitute our answer to the question of what is life.
Now we recall a principal goal of SP5 of the DELIS project: we wish to study the problem of

biology-inspired engineering. The motivation for doing so is clear: there are obvious advantages to be
expected from being able to build (or grow) engineered systems with lifelike properties - for example,
the ability to self-repair, to reproduce, or to learn [23]. Along with these potential advantages there
are of course potential problems: lifelike systems may not behave in the way we expect, and they
may not be easy to kill.

The discussion of the previous section in any event gives a nice menu of possible features for
engineered systems. We believe that all of these phenomena can be engineered. Furthermore, engi-
neering such phenomena with information systems is in most or all cases more easily - even much
more easily - accomplished than with hardware. That is, we expect that implementing/engineering
the phenomena and properties of life will be in general easier when only the informational aspects
are included, while the more difficult material/physical aspects are not. (One need only consider
for example the difference in challenge between implementing self-assembling overlay networks—eg,
peer-to-peer systems—and designing and building self-assembling robots.)
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In this section we present a short list of more general properties of life. We view these as being
more abstract than the previous phenomena/ functions of Section 2—although we readily admit that
the abstract/concrete distinction is not completely sharp. We group these abstract aspects into two
categories: organizational principles, and “properties for success”.

3.1 Organizational principles

We have selected three organizational principles which characterize living systems: modularity, hier-
archy, and self-organization.

3.1.1 Modularity

Creative reuse of inventions is a generic aspect of living systems [20, 8]. It arises because living systems
explore the space of possibilities by hopping from known solutions—and the hops (via mutation
and/or sexual recombination) are typically small. The point is clear however: modules which prove
to be useful are reused again and again. The outstanding example of course is the cell; but many
others exist. In fact, reuse of known solutions is ubiquitous in life.

Furthermore, it is not necessary in this picture that the use to which the known “solution” is put
is the same in the reuse as it was in the earlier application [8]. That is, modules can be reused, but
with a differing function than before. This is true at all scales, from molecules through cells to whole
organisms.

3.1.2 Hierarchy

It is a universal challenge to organize many subcomponents into a working whole. It seems clear that
both engineered systems and living systems have made heavy use of hierarchical structures in order
to handle this problem. If we quantify the size of multicelled organisms in terms of number of cells,
it is clear that as the cell number grows, both specialization and hierarchy increase. Decentralized
solutions simply fail when the cell number grows too large. The same principle may be observed in
Internet routing systems [13], or in peer-to-peer file-sharing systems [18].

3.1.3 Self-organization

This property of living systems is self-evident: living systems achieve a high level of organization
without external planning or control. However, this property is of great technological interest [16],
since the vast majority of engineered systems have little or no degree of self-organization. Further-
more, the small minority of engineered systems that are self-organizing are proving the technological
potential of the idea daily. Here we have in mind peer-to-peer systems. For example, the peer-to-
peer telephone system Skype [19] builds a working Internet telephone system with only a low level
of central control (mostly for authentication). In particular, the ’white pages’ of the Skype system
appear to be entirely self-organized.

In short: self-organization is (i) obvious for living systems, (ii) both possible, and highly interesting,
for engineered systems.

3.2 Properties for success

Our final short list presents generic properties which are abstract, as in the previous section, but
yet which have no reference to modes of organization. Instead, these three properties—adaptation,
robustness, and scalability—describe aspects of living systems which enable them to ’succeed’ in the
game of life. Since there is a notion of success in these properties, they have direct relevance also for
technological systems: they are desirable properties for engineered systems.
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3.2.1 Adaptation

We have already implicitly described adaptation - at least partially - by presenting evolution and
learning in Section 2. That is, systems which can evolve and/or learn can adapt. However, to fully
define the concept of adaptation, one needs the further concept of success: the structure or behaviour
which is learned or evolved must help increase the organism’s (or species’) likelihood of survival and
reproduction; otherwise it is a change, but it is not adaptive.

Thus adaptation is change in the ’right direction’ - towards increased survivability or functionality.
Technological systems with feedback are also adaptive. This kind of adaptation however involves

neither evolution nor learning. Such low-level adaptation occurs of course also in living systems; it is
in fact an aspect of homeostasis - which itself is a completely valid concept for engineered systems,
for example those with feedback control loops and setpoints [10].

The technological frontier thus lies at the ’higher’ level of adaptation: can a system which is
designed for a given environment learn (or evolve) to be able to handle an environment outside the
bounds of its original design? Such systems would of course be highly desirable.

We note in this context that both evolution and learning involve persistent change; and the change
is stored as information in each case: in the genome in the case of evolution, and in nervous systems,
books etc in the case of learning. The distinction between the two is primarily thus a difference
in mechanism, and (thereby) in time scale. Coming to some hypothetical engineered system which
adapts well to dynamic environments, we may have difficulty in assigning this adaptation to one or the
other of these two concepts - evolution or learning. The adaptation will be clear from the behaviour
of the system. But the mechanism, even if known in detail, may not readily fall unambiguously into
one of these two categories. The point here is that both kinds of biological adaptation involve some
form of information storage for the adaptive change. The two forms (genes and brains) are very
different for biological systems; but the difference will not necessarily be clearcut for an adaptive
engineered system.

3.2.2 Robustness

The Merriam-Webster Online Dictionary defines “robust” as “having or exhibiting strength or vig-
orous health”. The key concept here is that a robust system can function well even in the face of
some kind of challenge to its functioning: low temperature, a bacterial invasion, loss of a limb, etc.
Clearly, a good homeostatic system - in particular the self/nonself system - and a good capacity
for regeneration, will contribute to a robust system - biological or not. But, as with adaptation,
robustness may be measured by functioning or behaviour, without necessarily any consideration of
the mechanism or mechanisms responsible for the robust behaviour.

The notion of “challenge” is however somewhat problematic. If an organism finds a way to han-
dle low temperature, for instance by modifying its behaviour, then it is adaptive by our previous
definition; and it is robust also, if we include temperature variations in our definition of challenges.

The clearest difference between robustness and adaptation, at least as they are defined here, is
simply that adaptation (by definition) involves a change in the adaptive system; while robustness
simply requires that the system function well in spite of some environmental challenge. Typically
there is no reference to change in the context of robustness; but on the other hand, it is not obvious
that the definition of robustness is more useful if one excludes the possibility of change, focusing
instead exclusively on the aspect of restoring of the pre-challenge form as well as function. If one
does not do so, then there is clear overlap between the concepts of robustness and adaptation.

3.2.3 Scalability

The notion of scalability is popular in networked systems. Here the idea is clear: a network system
has some number N of participating nodes; and a scalable system is one that functions well, even
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when the number of nodes N grows large. Typically (as noted above) such systems resort to the use
of hierarchical structure, in order to cope with growing N .

Biological systems have also exhibited scalability. Living systems have found ways to function well,
even as the number of cells in a multicelled organism grows very large [21] - and (with somewhat
smaller large numbers) as the number of organisms in a cooperating society grows large [22].

Thus the concept is clear, as is the application to at least some kinds of engineered systems.

4 Social systems and life: differences and similarities

Much of the proceeding discussion identifies properties that hold on many scales, from single, simple
biological organisms up to large societies of complex, learning biological systems. However, it is
useful to ask the question as to in what way, if at all, the human social level of organisation differs
from the non-human biological level. In this section we briefly consider this question with regard to
desirable properties for information systems.

We will focus here on human social systems (HSS), although some animal systems have similar
properties [2]. An important aspect of HSS is their ability (like biological systems) to both preserve
structures - with organisations and institutions persisting over time - and adapt to changing envi-
ronments and needs. What is of particular interest here is that fact that HSS can maintain their
structures for thousands of years without any simple physical process of inheritance, yet also change
very quickly. The evolution of HSS is not based on DNA, but rather on a complex interplay between
behaviour, learning, and individual goals. Thus, in short, this section may be regarded as a consid-
erable expansion of the simple “learning” bubble in Figure 1. We will present this expansion in the
form of a list of phenomena characterising human social systems. Since we take an evolutionary view
of social systems most of our points are a synthesis from key texts [3, 15].

4.1 Rapid Change

A feature of HSS is the speed at which re-organisations can occur. Revolutions in social organisation
can take place within the life-time of a single individual. Hence although HSS often show stable
patterns over long periods, rapid change is possible. The ability to respond rapidly would appear to be
a desirable property in rapidly changing information system environments; however, for engineering
purposes, one must ensure that such fast changes (unlike revolutions!) can be both predicted and
controlled.

4.2 Non-Darwinian Evolution

HSS do not evolve in a Darwinian fashion. Cultural and social evolution is not mediated by random
mutations and selection of some base encoder over vast time periods, but rather follows a kind of
collective learning process - applied to shared knowledge. That is, the information storage media
supporting the change by learning—and hence (as noted above), both the mechanisms for change
and their time scale—are very different from those of Darwinian evolution. Individuals within HSS
can learn both directly from their own parents (vertical transmission), from other members of the
older generation (diagonal transmission), or from their peers (horizontal transmission). Hence, new
cultural traits (behaviours, beliefs, skills) can be propagated quickly through a HSS. This can be
contrasted with simple Darwinian transmission in which, typically, only vertical transmission of
genetic information is possible (although, in the case of bacteria, horizontal transmission is also
possible [17]). Although it is possible to characterise certain processes of cultural evolution based
on the fitness of cultural replicators [3] (identifiable cultural traits - or memes [7]) it is important to
realise such replicators are not physical - like DNA - but part of a socio-cognitive process - passing
through human minds - and may follow many kinds of selective process [15].
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4.3 Stable Under Internal Conflict

HSS exist because individuals need others to achieve their aims and goals. Production in all HSS
is collective, involving some specialisation of roles. In large modern and post-modern HSS roles are
highly specialised, requiring large and complex co-ordination and redistribution methods. However,
although HSS may sometime appear well integrated, they also embody inherent conflicts and tensions
between individual and group goals. What may be in the interests of one individual or group may
be in direct opposition to another. Hence, HSS embody and mediate conflict on many levels.

This aspect of HSS is of course present in other animal social systems as well. However, the high
complexity of HSS supports in turn a highly complex and dynamic pattern of internal stresses and
conflicts.

4.4 Only Partial Views and Controversy

Although HSS are composed of goal directed intelligent agents, there is little evidence that individuals
or groups within them have a full view or understanding of the HSS. Each individual tends to have
a partial view (often the result of specialisation within, and complexity of, the system). Such partial
views, often dictated by immediate material goals, may have a normative (how things “should” be)
character rather than a more scientific descriptive one (how things “are”). Consequently, the ideas
that circulate within HSS concerning the HSS itself tend to take on an “ideological” form. This
ability to see what should be, rather than what is, is perhaps an ability in which humans excel over
all other species—and furthermore, one which affects our ability to study ourselves. Given this, social
theories are rarely as consensual as those from biological sciences. Thus, social theories include a
high degree of controversy, and they lack the generally accepted foundational structure found in our
understanding of biology. However, from an information systems perspective, such controversy is not
problematic: we do not care if a given social theory is true for HSS or not; we only care if the ideas
and mechanisms in the theory can be usefully applied in information systems. (This last point, of
course, also holds for controversial theories of biological systems in general.)

4.5 Trust and Socially Beneficial Norms

In trying to understand the stability of socially functional behaviour, much work within the social
sciences has focused on the formation and fixation of “norms” of behaviour. Many researchers working
with Multi-Agent Systems (MAS) have attempted to create artificial versions of norms to regulate
MAS behaviours - although much of these have not been based on theories from HSS (although
see [6]). Certainly the establishment and stability of beneficial norms (such as not cheating one’s
neighbour) is a desirable property visible in all stable HSS [12]. This point (the existence and power
of norms) is of course closely related to the previous point, which notes that norms can influence
understanding and perception.

It is widely agreed that, in HSS, many observed behaviours do not follow the same pattern as
would be expected from simple Darwinian evolution or individual “rational” behaviour - in the sense
of maximising the chance of achieving individual goals. Behaviour is often more socially beneficial
and co-operative or altruistic, generally directed toward the good of the group or organisation within
which the individual is embedded. (We note the widespread appearance of altruistic behavior among
many species of social mammals—such that, once again, we speak here of a difference in degree
between HSS and other social animals.) Many theories and mechanisms have been proposed by
social scientists for this kind of behaviour [1], with many of these formalised as computer algorithms;
furthermore, several of these have already been translated for use in information systems [5, 11].
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4.6 Generalised Exchange and Economics

Almost all HSS evidence some kind of generalised exchange mechanisms (GEM) - i.e. some kind
of money. The emergence of GEM allows for co-ordination through trade and markets. That, is,
collective co-ordination can occur where individual entities (individuals or firms) behave to achieve
their own goals. It is an open (and perhaps overly simplified) question whether certain norms are
required to support GEM or, rather, most norms are created via economic behaviour within GEM
[9]. Certainly, the formation and maintenance of GEM would be an essential feature of any self-
organised economic behaviour within information systems - currently many information systems
work by assuming an existing GEM a priori - i.e. they are parasitic on HSS supplying the trust and
norms required (such systems require trusted and centralised nodes before they can operate - they
do not emerge such nodes in on-going interaction).

However, given that GEM exist, a huge amount of economic theory, including new evolutionary
economics and game theory, can be applied to information systems. However, this specific focus
is beyond the scope of this deliverable or DELIS SP5 generally. DELIS SP4 focuses on economics
approaches.

5 Desirable lifelike properties in large-scale information systems

The above discussion presents a picture of life. Our overview spans from the most primitive, to
the (arguably) most complex: human social systems. Given our rejection of vitalism, the picture
we present here is, we claim, a picture of what kinds of phenomena and properties are possible in
both living and nonliving systems. That is, we claim that all of the phenomena on our list may be
implemented in technological systems, and in particular in large-scale information systems. In this
final section, then, we ask, which of these properties are desirable?

We again break our discussion into two: first we address general living systems, and then specifically
HSS.

5.1 Desirable properties from general living systems

When we consider our list of phenomena and abstract proeprties of life, and ask which of them are
desirable for engineered information systems, two obvious short answers come to mind: (i) all of
them; (ii) those properties called “properties for success”.

Each of these answers may in fact be defended. For example, in defense of the first answer, one
may simply refer to Figure 1: all of these mechanisms, whose utility has been proven over millions
of years of evolution, should be included in the engineer’s toolbox. This simple answer of course
dodges the harder question, concerning the likelihood that a given mechanism or phenomenon can in
fact be realized in a useful, practical, and (especially) predictable way in an engineered information
system. However this question is in general quite hard, and is in any case beyond the scope of this
deliverable. Hence we retain short answer (i): all of these mechanisms and properties are desirable.

Short answer (ii) has its own obvious logic. That is, the overriding important issue for engineered
systems is that they should function well. And the property of functioning “well” is captured explicitly
only in the three properties of Section 3.2. Therefore, one can argue that the other items on the list
(mechanisms, and organizational aspects) are not desirable in themselves - only as a means to the
end of good functioning.

This argument in fact then brings us back to the first one: if all these other items are in fact likely
to be useful as a means to the end of good functioning, then they too are desirable - even if not as an
end in themselves. Thus we conclude with our short answer (i): all of the phenomena/mechanisms
in Section 2, and the organizational principles and properties for success in Section 3, are desirable
objects for implementation in large-scale information systems.
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In particular, everything on the ’persistence’ side of figure 1 is not only of interest, but also
relatively safe: building a persistent system, but one without the possibility of evolving, gives us
a relatively predictable system. Such systems are safe - assuming that we can kill them, if such
is deemed desirable. There is of course some risk that some such systems will be so successfully
persistent, robust etc that we will not be able to kill them. This risk is real - just as it is with
biological systems - and it must be addressed. We cite two obvious examples, which are already
“living” on the Internet, and which many people wish to “kill”: computer viruses, and peer-to-peer
file-sharing systems.

On the other side of figure 1 we find the ability to take new forms of structure and/or behaviour
in a response to a changing environment. This ability is also of interest for information systems; it
is part of the vision of building self-managing, adaptive systems. However it is clear that the left
side of the figure involves an even higher level of risk than the right side: evolving systems are less
predictable; their behaviour is in fact guaranteed to be less predictable than the same system without
the ability to evolve.

Furthermore, biological evolution has a more forgiving criterion for success than does technological
evolution: in biology, persistence = success. Therefore, in order to seriously consider the use of
evolving systems in technology, we must find reliable ways of implementing technological selection
- ie, of killing effectively those trials which fail to meet our specifications. To date, this has been
done, but only in offline systems. In fact, we regard the moving of evolving systems online as an
outstanding technical challenge - one to be attempted slowly and with care.

We note in this regard that the one biological example of ’online evolution’ which is closest to what
we envision for distributed information systems is the one termed ’ev*’ in Figure 1. Here [4], immune
cells undergo rapid evolution, with selection pressure implemented in two ways: first, in the ’training’
period of the immune system, cells which recognize self as nonself (giving thus false positives) are
killed. Second, in the ’active’ period of fighting an infection, cells whose antibodies show a good
match to the antigen(s) invovled are rewarded by being triggered into a proliferative state—they
have more ’children’. Thus, study of the immune system and its ev* mechanisms promises to give
useful insight from biology towards the problem of designing safe, evolving, online digital organisms.

Our comments with regard to evolution are also applicable to systems that can learn. In each
case there is an inevitable element of trial and error; and in each case, some feedback must be
given, which enhances some choices and suppresses others. The feedback for evolving systems is
selection, implemented via a kill mechanism. For learning systems, the feedback comes from some
kind of reinforcement loop, with an evaluation of the behaviour built into the loop. In both cases -
especially with large, distributed systems - one can imagine situations in which the feedback is not
fast enough to prevent some unforeseen, “stupid”, even catastrophic mutation or behaviour. Also,
one can imagine situations in which the feedback loop is broken, because the kill mechanism or
reinforcement mechanism somehow fails - while the ability to try new solutions remains. We imagine
that the case of cancer is such a case: a destructive variation of a cell type, coupled with broken
feedback—in particular, inadequate or lacking kill mechanism.

Finally we come to the more abstract properties of Section 3. Here we find less reason for concern.
Specifically: we are confident that modularity and hierarchy will be useful (as they have already been
in other contexts) in the context of large-scale information systems. Furthermore, the property of
self-organization is clearly desirable: we have already argued for this point in the context of peer-to-
peer systems such as Skype. Finally, our ’properties for success’ - as noted by our short answer (ii)
- are clearly desirable. In particular, we include scalability, which is (as noted above) particularly
relevant for large-scale networked systems.

5.2 Desirable properties from human social systems

Here we discuss the properties of Section 4, but not in the order used in that Section.
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We begin in fact with a property that appears to be undesirable. That is, we consider the notion
of “partial views”. It is of course a common aspect of self-organized systems that local ’agents’ have
only a partial view of the universe in which they live and act. This aspect of what we might call
’imperfect knowledge’ is not particularly desirable or undesirable; rather, it is a totally acceptable
byproduct of the phenomenon of self-organization. However, we have pointed out another type of
imperfect knowledge, namely, the ability of humans to ’know’ things which are not true. This is
a byproduct of the (desirable) phenomenon of social norms—but we see no redeeming features in
this byproduct. It is of course possible that a deeper understanding of human social phenomena will
reveal, or at least suggest, benefits from such ’false knowledge’. Here however we deem this aspect
of imperfect knowledge to be undesirable; while, again, we regard simply incomplete but correct
knowledge as an acceptable byproduct.

Next we note that the phenomenon of social norms is in itself a desirable phenomenon. That is,
we wish to be able to build information systems in which the agents may be constrained to act in
ways that benefit the system as a whole. This will in general give rise—as noted earlier—to behavior
which may be described as altruistic—another desirable property.

Connected with these two phenomena is the issue of trust. Trust is needed in those situations
in which not all agents can be assumed to follow the same norms (ie, the same protocols). This
uncertainty in fact is valid for virtually all situations in which anything of value is involved: cheating
is a ubiquitous, norm-violating phenomenon. Thus, given the undeniable existence of cheating (ie,
of failures of the basic norm mechanisms), one needs trust-building mechanisms in order to establish
communities of agents with (more or less) consistent norms. Thus we add trust mechanisms to our
list of desirable phenomena.

Social norms, altruism, and trust have all received considerable attention in the context of Internet
information systems. Thus, their desirability has already been implicitly or explicitly recognized in
the work of many researchers.

In the same spirit, ’digital money’ has been recognized as a useful tool—both in research and in
real-world implementation. We note that all of these related mechanisms—norms, altruism, trust,
and money—are subject to cheating. However, implementatons of these mechanisms which are
robust against cheating are viewed to be highly desirable. That is, the principal downside with these
phenomena is that they may be broken or defeated by deliberate attack.

Now we come to phenomena which are more two-edged: namely, the non-Darwinian (ie, non-
genetic) nature of cultural evolution, including more specifically its ability to use a variety of trans-
mission mechanisms, as well as its ability to undergo very rapid change. We view each of these
aspects of cultural evolution as being simultaneously desirable and dangerous, with regard to the
good performance of engineered information systems.

The danger in each case comes from the problem of prediction. The ability to predict the engineered
system lies at the core of every form of engineering practice; and we see a danger of unpredictability
connected with each of these two aspects of cultural evolution.

Consider first the possibility of multiple transmission mechanisms. We have already argued, in
the previous subsection, that online evolution—even in the limited form of ’genetic’ mutations—
confers a degree of unpredictability that is problematic. Clearly, increasing the scope and rapidity
of genetic/cultural change, beyond this limited form, will only increase the unpredictability of the
resulting system. Both the example of bacteria with horizontal transfer (relatively slow, but un-
predictable), and the example of human cultural evolution (fast, and unpredictable) support this
statement. In other words: a society of agents with a considerable variation in protocols, who can
then exchange, nondeterministically, pieces of their protocols with one another—either by ’direct’
exchange, or by leaving written traces which play the role of ’books’ in their culture—is likely to be
as interesting and unpredictable as is a society of humans.

Now we consider the accompanying phenomenon of rapid change. As noted earlier, rapid change
can be highly desirable, if it is adaptive. And so we come back to the same, fundamental problem:
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how to build systems which (i) can change so as to adapt to new and even unforeseen environments,
while at the same time (ii) can be predicted to change in a way that is viewed by the engineer as
positively adaptive. We regard this problem as highly nontrivial.

Another view on this same problem comes from noting that many of the rapid changes that are
observed in HSS may be best described as instabilities. That is: they occur quickly, they are difficult
or impossible to predict or control, and they are in fact desired by few if any of the participants
in the change. In this language, we would say that engineering practice involves steering systems
such that they avoid those regions of their phase space in which instabilities arise. And the problem
is then to build artificial information systems (perhaps including coupling to living humans) which
have all the richness, adaptivity, and susceptibiltiy to rapid change that we see in real HSS—while
at the same time keeping such systems away from the (inevitable) instabilities.
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