A Differentially Private Stochastic
Gradient Descent Algorithm for
Multiparty Classification




What Is the problem

e developing privacy-preserving machine learning
algorithm in a distributed multiparty setting

» different parties own different parts of data set

e GOAL: learn a classifier from the entire data set,




How does It address the
oroblem / preliminaries

 Differential Privacy
e A -randomized algorithm

* D,, D, datasets that differ on a single element

e Als e—differenteially private for D, and D,,
it PIA(D,)] < e x P[A(D,




What results were presented

 Basic |dea

 minimize the overall multiparty objective by running a gradient
descent algorithm

e there is not taken any privacy consideration




What do | think was good
and bad about this paper

e Good
e the intention / the will

e attempts / multi-level perturbing

» simple and easy, but effective algorithms




