Group size and gossip strategies: an ABM tool
for investigating reputation-based cooperation
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Abstract. In an environment in which free-riders are better off than
cooperators, social control is required to foster and maintain cooper-
ation. There are two main paths through which social control can be
applied: punishment and reputation. Using a Public Goods Game, we
show that gossip, used for assortment under three different strategies,
can be effective in large groups, whereas its efficacy is reduced in small
groups, with no main effect of the gossiping strategy. We also test four
different combinations of gossip and costly punishment, showing that a
combination of punishment and reputation-based partner selection leads
to higher cooperation rates.
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1 Introduction

When cooperators can be easily exploited by those who reap the benefits of
cooperation without paying its costs, free-riders will definitely outcompete al-
truists [18]. How is it possible to reduce the profitability of free-riding in a
social dilemma, like a public goods game? Models of large-scale human cooper-
ation show that cooperative behavior can be evolutionarily stable if free riders
are punished, thus making defection less profitable by means of decreasing the
cheaters’ payoffs at a cost for the punisher.

There is a large body of evidence showing that humans are willing to punish
non-cooperators, even when this implies a reduction in their payoffs [7]. Accord-
ing to ”strong reciprocity” theory, punishment is a decentralized, spontaneous
and effective solution against cheaters, a solution made possible by the presence
of strong reciprocators, i.e., individuals who altruistically reward cooperative
acts and punish norm violating behaviors [8]. This view has been recently ques-
tioned, and there is mounting evidence that the results on strong reciprocity
obtained in the lab can be hardly generalized to what happens in the field [13].
Furthermore, punishment inevitably leads to a second-order collective problem
because punishing is costly, therefore refusing to punish non-cooperators maxi-
mizes individual welfare. A solution to this has been proposed in [20], where the
authors use reputation to link reciprocity and collective action, showing that



large-scale cooperation can be stabilized. Using a combination of one-shot Pub-
lic Goods game and a series of mutual aid games they show that the threat of
exclusion from indirect reciprocity can sustain collective action. In this setting,
social exclusion reduces free-riding and it has no costs for the punishers (what
Panchanathan and Boyd call shunners), who can withhold help from free-riders
without damaging their reputations.

In models of indirect reciprocity supported by reputation, individuals can
base their decision to help others on the basis of observation of their past be-
haviors. Even without direct experience, cooperation can thrive thanks to the
exchange of information based on direct observation of others’ interaction [19],
or on reported experience [1,23,19], even when group size increases. If punishing
implies paying a cost in order to make the other pay higher costs for his defec-
tion, reputation works because information about agents’ past actions becomes
known to potential partners, and this allows cooperators to avoid ill-reputed
individuals. In Axelrod’s words[2]: ‘Knowing people’s reputation allows you to
know something about what strategy they use even before you have to make your
first choice’ (p.151). The importance of reputation for promoting and sustaining
social control is uncontroversial, as demonstrated both in lab experiments [22],
and in simulation settings, in which reputation has proven to be a cheap and
effective means to avoid cheaters and increase cooperators’ payoffs [21,9, 10].

Moreover, prosocial gossip may effectively bypass the second-order free-rider
problem, wherein the costs associated with solving one social dilemma might
produce a new one [15,14]). Reputation-based theories of cooperation [1] con-
sider reputation as a by-product of direct observation, thus equivalent to a label
or a score, as the well-known image score theory developed in [19]. Agents, in
that model, can choose whether to help another individual at a certain cost to
himself, or to avoid this cost. This decision is based on agents’ image scores
which are publicly visible. An agent’s image score increases when he donates to
another agent and decreases in the opposite case, thus working as a reliable indi-
cator of the agents’ past behaviors and cooperative attitudes. In such a setting,
cooperation can emerge because free-riders have low image scores, therefore they
can be easily avoided by cooperators. However, the result depends on the public
availability of accurate information:

‘cooperation based on indirect reciprocity depends crucially on the
ability of a player to estimate the image score of the opponent. In the
above model, we assume that the image score of each individual is known
to every other member of the population’. ([19] p. 575).

Although effective, image score is completely unrealistic, especially if used to
account for the evolution of cooperation in human societies. In large groups
of unrelated individuals, direct observation is not possible, and records of an
individual’s past behaviors are usually not freely and publicly available. What is
abundant and costless among humans is gossip, i.e., reported information about
others’ past actions that can be used to avoid free-riders, either by refusing to
interact with them, or joining another group in which free-riders are supposedly
absent.



2 Gossip as a more realistic information transmission

Unlike previous works [19,20], in which information about others is publicly
available and is used to discriminate between cooperators and non-cooperators
in a indirect reciprocity game [19], we design a model in which information is
privately transmitted among gossipers. Also, we account for the fact that infor-
mation is noisy and reputation is sticky, two features that characterize human
societies, in which gossip does not necessarily have a positive effect. A third
element of novelty of our work is the use of a multi-players game, such as the
public goods game (PGG from now on), in which interactions happen in groups,
with a conflict of interest among agents. In such a setting, our work is aimed
at investigating whether different reputation-based strategies may have an effect
on cooperation rates in mixed populations, and also to compare performances of
gossipers, who exchange information about their peers, and punishers, who pay
a cost in order to reduce cheaters’ payoffs.

We are interested in contrasting benefits and costs of gossip with those of
costly punishment, but we also aim at specifying how action strategies may
complement reputation spreading. While punishing a free-rider is an action with
immediate consequences on the free-rider’s payoff, reputation spreading implies
an information transmission, but the way in which this information is used is
usually not specified. For a complete definition of the gossip and reputation
behaviour, we have to define how agents are going to transform this information
into action. Here, we propose three reputation-based strategies: gossipers can
refuse to contribute to the group (strategy refuse, actively look for a better group
(strategy compare), or apply a more refined form of partner choice. In this latter
case, group formation is delegated to a single agent, randomly selected to act
as a leader, and then allowed to choose its group mates (strategy leader). If the
leader is a gossiper, it can use information received about others in order to
select the most cooperative partners and avoid the uncooperative ones.

If we define the object level as containing all the actions that influence score
directly, the PGG constitutes the main interaction at the object level for our
model. Punishment also happens at the object level, as it is a response strategy
influencing scores directly. Distinct from the object level, the information level
contains observation results, for example compliance information as employed
by punisher agents, but also inter-agent information diffusion by gossip. Note
that a gossip strategy by itself is incomplete, because it is only specified at the
information level; a complete mechanisms need to influence the object level just
as punishments does (see Figure 1). Thus, information is applied to the object
level by means of costly punishment; by withholding participation to the next
game (gossipers under refuse strategy); or by weak (gossipers with compare) or
strong (leader) partner selection. These last three mechanisms constitute the
application, or response as we will call it in the rest of the paper, at the object
level of gossip and reputation information.

Building upon results obtained in previous work [3,11], our agents are coop-
erative at the object level (with the exception of the free-riders), but can change
their behavior on the basis of their peers’ actions. Agents start gossiping and
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Fig. 1. Actions at different levels. Left: a punishment mechanism is complete as it con-
tains both information specification (observation only) and action specification that
effects the object level. Right: gossip and reputation mechanisms dictate how informa-
tion is diffused and grows, but they don’t have an unique response. In this work, we
study responses as partner selection and refusal.

punishing, respectively, when the number of free-riders in their group is consid-
ered too high, i.e., it exceeds a given threshold (which is set at 0.2 of the group
size). The threshold represents an attempt to take into account the fact that
free-riders may be difficult to discover and that some missed contributions can
go undetected.

It is well known that group size can be a critical factor in models of social
interaction. We are interested in understanding the interplay between our strate-
gies and group size, so we report results obtained in small groups (5 agents),
medium size group (10 agents), and large groups (25 agents).

To this purpose, we have implemented our model using NetLogo [24]. The
implementation is general-purpose and highly customizable, even beyond the
purposes of the present papers.

The paper is organized as follows: Section 2 explains the simulation model
using an ODD protocol, Section 3 presents experiments and results, whereas in
Section 4 the results are discussed and some conclusions are sketched.

3 The model

Building up on the simulation framework developed in [11] using NetLogo, we
added two new strategies in order to deepen our understanding of the role of
reputation mechanisms in supporting cooperation in mixed populations in which
different types of agents play a public goods game (PGG), the classical experi-
mental model used to investigate social dilemmas [17]. In this game, agents in
a group decide whether or not to contribute to a public pot at a net personal

3 The model can be downloaded at http://labss.istc.cnr.it/code/punishment-and-
reputation



cost ¢, in order to create a benefit b (normally with b > ¢). The pot is then
divided equally amongst all the participants in the group, without considering
their contributions.

In compliance with the ODD protocol [12] for describing ABM models and
simulations, the model will be described now in terms of purpose, entities, pro-
cesses and objectives.

3.1 Purpose

Using a PGG, we investigate how cooperation can be maintained in mixed popu-
lations in which there are cooperators, free-riders, punishers and gossipers. While
the former two populations play always the same strategy, irrespective of what
other agents do, the latter types of agents are reactive. The group’s total pay-
off is maximized when everyone contributes all of their private endowment to
the public pool. However, game-theory predicts zero contributions because any
rational agent does best contributing zero, regardless of whatever anyone else
does.

It is well known that punishment reduces profitability of free-riding and in-
creases cooperation [3, 6], but less is known about the effect of gossiping, which
is a kind a informal social control widely used in human societies. This is espe-
cially true if we refer to information transmission in a one-to-one way, instead
of public information available through direct observation.

In a previous work [11], we have shown the effects of two gossip strategies on
the emergence of cooperation: defect (a retaliatory strategy that agents played
against those with a bad reputation), and refuse. Here we consider two alterna-
tive strategies, compare and leader, with the aim of introducing partner choice
in the model and testing its performance on cooperation rates. Our hypothesis is
that when partner choice is available, a reputation-based strategy for social con-
trol should be effective in promoting cooperation and selecting out free-riders.
We also predict that there is an interaction effect between group size and gos-
sip strategy, therefore in bigger groups a gossip-based strategy should perform
better. For this reason, we test our model in a first experiment for three differ-
ent group sizes: 5, 10, and 25 agents. To the best of our knowledge, this work
is the first attempt to model different gossip strategies and to compare their
performance on cooperation rates in a mixed population.

In a second experiment, we also measure different combinations of harsh and
mild reactions, with the aim of understanding what happens when punishers and
gossipers start defecting in a retaliatory way, and to what extent cooperation is
robust to this behavior.

Our simulation allows to:

— explore three different ways of implementing gossip in a PGG, and to test
the effectiveness of different gossip-based behaviors on cooperation rates,
populations’ scores and survival rates;

— identify the most effective combination of costly punishment and gossip in
a situation in which Gossipers and Punishers may react to free-riding more
or less harshly.



3.2 Entities, state variables and scales

The main entities in our model are agents, either non-reactive or reactive. In the
former category we find cooperators (C), who always contribute to the common
pool, and free-riders (FR), who never contribute. In the latter category, punish-
ers (P) and gossipers (G) start as cooperators, but they change their behavior
in response to the percentage of detected free-riders in their group: when the
number of known defectors in a group exceeds a threshold set at 20% of group
size (following [3]), punishers and gossipers become active and apply a counter
strategy defined below.

At the onset of the simulation, each agent is endowed with an initial amount
of 50 points that can be put in the common pool, or used to punish others;
regardless of the strategy, agents are culled from the game when their cumulated
payoff goes to zero (death of the agent) and they are not replaced. The cost of
contributing to the PGG is set to 1, the unit of our utility scale, and the sum
of all the contributions is multiplied by a factor set to 3. The public good, i.e.,
the resulting quantity, is divided evenly among all group members, regardless of
individual contributions.

As for counter strategies, punishment works by reducing the payoff of free-
riders through the imposition of a cost sustained by the punisher. Punishers pay
1 unit in order to reduce free-riders’s payoff by 5. Punishers keeps on punishing
until they run out of resources.

Each step, a simple evolutionary algorithm is applied. Agents are ordered by
score, and those sitting at the bottom of the ranking are removed and replaced
with an identical number of clones generated by a random subset of the surviving
ones. The replacement rate is set at 8% of the population, and this kind of
algorithm has been already used in the social sciences [3].

For each strategy we calculate the average score in time, as the accumulation
of points obtained in the PG G, and the population for each strategy, as modified
by evolution and death. We also calculate the cooperation rate as the ratio of
agents who contributed to the last game, a value bounded between 0 and 1.
Note that complete cooperation can be reached only if the FR population gets
extinct.

Algorithm 1 Description of punishers behaviors

While {Number of Timesteps}
* Random group formation of the population;
Agents take First Stage decision;
Gather and Distribution of the Public good in each group;

First Stage Decisions are made public within the group;

¥ % F % ¥

Agents make Second Stage decision;
Punishment Execution;

An important variable is group size, which is known to have an effect on
cooperation rates in PGG [3]. We tested our strategies for three different dimen-



sions of groups: small group (5 agents), intermediate group (10 agents) and large
group (25 agents).

In the second study, we fine-tuned the reactions, dividing Punishers and
Gossipers into two sub-sets [11]:

— Nice Punishers (Np) cooperate in the passive state; once active, they punish
free-riders at a cost to themselves, but they continue to cooperate in the
PGG. This behavior will continue until the agent eventually exits the active
state when cheaters’ rate goes below 0.2 of group size.

— Mean Punishers (Mp) contribute in the passive state; once active, they pun-
ish free-riders and free ride themselves in the PGG until they exit the active
state.

— Nice Gossipers (Ng) are cooperative in the passive state; once active, they
start spreading information about free-riders, and keep on cooperating in
the PGG.

— Mean Gossipers (Myg) contribute in the passive state; once active, they spread
information about free-riders, and always defect in the PGG until the agent
eventually exits the active state.

Algorithm 2 Description of gossipers’ behaviors - REFUSE

While {Number of Time-steps}
*

Random group formation of the population;

Gossipers check others’ reputation;

If number of bad images (known FRs plus anyone who defected and had been marked with a bad image) equals
or is higher than beta * numagents

*

* Reputation diffusion
* Gossipers refuse the interaction

*

Gossipers take the First stage decision according to their active/passive status;
Gather and Distribution of the Public good in each group;
Images are updated (bad images added; there is no restoration of bad images if one cooperated)

3.3 Process overview and scheduling

The behavior of reactive populations is described in the algorithms 1 to 4. Pun-
ishers punish after contributions are made public, whereas gossip reaction works
as a proactive strategy that is triggered by agents’ reputations.

4 Experiments and Results

We conducted two simulation experiments in which simulations lasted for 200
time steps. In the first set of simulations, we explore a 3x3 set of conditions,
with three different group size of 5, 10, and 25 agents. We measured cooper-
ation rates, populations’ scores and population size in mixed populations with
gossipers playing three different strategies: compare, leader and refuse. Each con-
dition was repeated ten times, for a total of 90 simulation runs. The results are
reported in section 4.1.



The second experiment was performed in a 4x2x2 set of conditions, again
repeated 10 times each, for a total of 160 simulations. For all plots, points in
time are averages over repetitions. Results are reported in 4.2.

4.1 First experiment: testing responses
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Fig. 2. Cooperation rate (cr) in time by response and group size. In large groups (25
agents), the final cooperation rate is higher, and this is especially true if compared
to the intermediary group size (10 agents). Agents in 10-sized groups show the lowest
level of cooperation.

First, we wanted to test whether cooperation can evolve and be maintained
in a mixed population in which gossip is the only means of social control. Given
the strategies employed, cooperation can be generated by any mix of population
in a non-active state, except for the FR. In Figure 2, the average cooperation
rate for all agents is presented. Large groups (25 agents) outperform the others
for all responses. In intermediate size groups (10 agents) we observe the low-
est cooperation rates. A possible explanation is that with 10 agents in group
there are too many agents for direct reciprocity to be effective, but too few for
reputation to work. With regard to response strategies, compare always leads
to lower cooperation levels, while leader and refuse do not show a consistent

Algorithm 3 Description of gossipers’ behaviors - COMPARE

While {Number of Time-steps}
* Random group formation of the population;
* Gossipers check other agents’ reputation;
If number of bad images (known FRs plus anyone who defected and had been marked with a bad image) equals
or is higher than beta * numagents
*

Reputation diffusion
* Gossipers evaluate another group at random, and join it if the percentage of known free-riders there

is lower than in the current group. Another agent is randomly picked to join the original group of
the shifting agent.

Gossipers take the First stage decision according to their active/passive status;

Gather and Distribution of the Public good in each group;

First Stage Decisions are made public within the group;

Images are updated (bad images added; there is no restoration of bad images if one cooperated).
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Algorithm 4 Description of gossipers’ behaviors - LEADER

While {Number of Time-steps}
*

A given number of agents (depending on the the total population and the group size g) are randomly selected
to act as leaders
If Leader is a gossiper
* check agents without bad images and tries to build a group with them (if there aren’t enough not-
bad-image agents he will admits some bad-image to fill up the group)
Elself Leader is not a gossiper
* gather agents and form a group (G) = (groupsize-1)
* Gossipers check other agents’ reputation;
If number of bad images (known FRs plus anyone who defected and had been marked with a bad image) equals
or is higher than beta * numagents
* Reputation diffusion (active gossipers inform other gossipers about known cheaters in the group (if
gossip=10 they spread info ten times depending on the number of recipients available)
Gossipers take the First stage decision according to their active/passive status;
Gather and Distribution of the Public good in each group;
First Stage Decisions are made public within the group;
Images are updated (bad images added; there is no restoration of bad images if one cooperated).
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ordering. The leader response prevails in larger groups and is the only strategy
that supports full cooperation, while refuse prevails in smaller groups.

To have a better understanding of the emergence of cooperation, we look into
cumulated scores (the results of the PGG) for each strategy. These are shown
in Figure 3. Free-riders’ payoffs are higher in groups of 5 and 10 agents, where,
after an initial increase, all other populations reach a maximum score around
step 60, followed by a collapse.

To the contrary, in larger (25 agents) groups reputation strategies are effective
in keeping free-riders under control. This result supports our view of gossip as
a powerful mean to sustain cooperation in large groups. In particular, when
gossipers played the compare response they achieved the highest payoffs in the
population, dominating all other strategies; when they used leader or refuse,
they got the highest payoffs together with cooperators. Punishers, while being
an essential ingredient for cheating control, obtain low payoffs in all situations.

Another measure of success is reported in Figure 4 where the final pop-
ulation sizes are shown. For groups of size 5 or 10, the FR strategy outper-
formed other populations, being in several cases the only survivor after 200 steps.
Larger groups (25 agents) showed a different pattern: the cooperative strategies,
summed together, managed to contain them within the initial simulation steps,
and ended out controlling the whole population.

Finally we run a conditional inference tree analysis [16], to isolate, among
all the possible variables, the ones that have a major impact on our results.
Conditional inference trees are used to estimate a regression between a set of
variables, in this case group size and response strategy, ordering them on the
basis of the strength of their association to the effect (in this case, cooperation
rate).

As shown in Figure 5, in large groups cooperation is higher (leaves 9, 10 and
11). Independent of group size, the group strategy is always divided between
leader and refuse in one branch, and compare in the other. Refuse is a conser-
vative strategy and leader allows for full partner selection, therefore they can
promote cooperation and favour gossipers. On the other hand, agents playing
the compare strategy have only one possibility to change their group, therefore
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they can end up in a group of strangers with a higher number of free-riders than
in their original group.
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Fig. 5. Conditional inference tree on data for the last 20 steps of the first experiment.
The group size (agpergroup variable) divides the tree between small groups (< 5) and
large groups. Subsequently, the gossip response (gs variable) divides the tree between
leader (L) and refuse (R) in one branch, and compare (C1) in the other. The better
cooperation rates (Y variables) are in large groups.

4.2 Second experiment: severity of mechanisms

In the second experiment, we wanted to compare two levels of severity for the
mechanisms that support cooperation, that is, for punishment and reputation.
As with the previous experiment, we record cooperation rates, scores and pop-
ulations, with the aim to find out the best combination between harsh/mild
punishment and harsh/mild gossip.

Results are reported for global cooperation rates in Figure 6. Here, cooper-
ation rates in time for the 4 combinations of Nice and Mean are displayed, in
a 3x3 experiments setting with group size of 5, 10 and 25. Gossipers can adopt
one of the three responses compare, leader and refuse. Each line shows the global
cooperation rate for a single experiment with 100 agents per strategy in combi-
nations of mean and nice variants. We remind that mean punishers (Mp) and
gossipers (Mg) do not only react to known cheaters in their group by punish-
ing or gossiping, but they also defect, while nice ones only apply the relative
response.

In this experiment, cooperation was difficult to achieve when gossipers de-
fected and punishers reacted without defecting. On the other hand, we observed
very high cooperation rates, up to 1, with the combination of mean punishment
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Fig. 6. Cooperation rates for mixed populations in which Punishers and Gossipers
strategies are combined. Each line shows the global cooperation rate for a single exper-
iment. The highest cooperation rates are reached in the population in which punishers
also defect against known free-riders, whereas Gossipers adopt a milder strategy. This
combination outperforms all the other strategies in small and large groups.

and nice gossip in large groups. This suggests that once mean punishers had
reduced the number of free-riders, a cooperating gossip (for the compare re-
sponse) or any kind of gossip (for leader and refuse) was effective in promoting
cooperation in large groups.

The conditional inference tree analysis [16], as shown in Figure 7, confirms
that in large groups cooperation could reach values close to or equal to 1 when the
reactions were in combination, like Mean Punishment-Nice Gossip and gossipers
played either compare or refuse (leaves 10 and 11). This supported our hypothesis
about the effectiveness of partner choice in promoting cooperation, especially
when cheaters were selected out by punishers.

5 Discussion and future work

Among humans, gossip is a powerful tool for social control, and information
transmission might have played a crucial role in the evolution of cooperation, as
suggested by Robin Dunbar:



13

reactior;\l
p < 0.001
{MpMg, MpNg) {Nphig, NpNg)
3 (8-
gs reaction
p< 0_00{ p<0.001
. MpNg  MpMg LRy © R {C1 L
\

n = 1000 reaction
y=0 p<0.001
[\

Fig. 7. The conditional inference tree on data for the last 20 steps of the second ex-
periment shows that the main effect on cooperation rates is connected with Mean
Punishment (Mp) in combination with both Mg and Ng. The second level of discrimi-
nation is due to group size, and the third mostly to reaction strategies. In general, the
Mp branch leads to higher levels of cooperation with the exception of small groups for
C1 and L reactions.

‘Lacking language, monkeys and apes are constrained in what they
can know ... But language allows us to seek out what has been going on
behind our backs. Indeed, we can even be proactive about it and tell our
friends and relations what we have seen when we think it might be in
their interests to know’ ([4], p.103).

In the last decade, research on reputation-supported cooperation has unveiled
the importance of getting information about others’ past behaviors through di-
rect observation, but less is known about the role played by transmission. In
an environment in which free-riders can be easily spotted because of some visi-
ble marker, like a score publicly visible, cooperation can easily emerge, but this
model cannot be extended to human societies, where free-riders do not show any
mark and they also have an incentive in concealing their tendencies and behav-
iors. In this work, we modeled gossip as information transmission among agents
and we linked it with three different ways of using the information received.
When we discover that someone is a free-rider we can react in several ways,
like refraining from interaction (strategy refuse in our model), or avoiding that
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person and joining another group (strategy compare). There are also cases in
which humans can actively select their partners, creating a new group in which
only reliable cooperators are present (strategy leader).

Our data provide some additional insights into the role of gossip spread-
ing on cooperation levels in mixed populations in which gossipers can transmit
information and tune their behaviors on the basis of information received from
their peers. We show that cooperation rates are higher when agents can compare
their present situation and switch to a better one, i.e. they can avoid free-riders,
and this solution allows gossipers to get the highest scores in large groups of 25
agents. We also show that the combination of punishment and gossip can lead
cooperation to its maximum in large groups, irrespective of the specific gossip
strategy. This result is especially interesting because it is in line with ethno-
graphic studies of human societies in which material punishment and gossiping
about free-riders usually go hand in hand [5].

Building upon previous work in which we modelled gossip in a more ideal-
typical way [11], here we made an effort towards a more realistic modeling of
gossip spreading, allowing agents to spread gossip at the beginning of each en-
counter, informing their peers (other gossipers) about the identity of known free-
riders in the group. Preventive gossip is a way of warning one’s peers against
the risks of exploitation, but additional work is needed in order to identify the
best conditions for the emergence of gossip. The model that we have developed
is just one of several steps required in that direction. It should be supported by
experimental and observation data, and, possibly with the help of these data,
get refined and replicated.
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